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Abstract  

The viability of using the reverse Monte Carlo (RMC) 
method for quantitative analysis of the diffuse X-ray 
or neutron scattering from single crystals of disordered 
materials is investigated. The method has been applied to 
a number of two- and three-dimensional model examples 
in which both occupational and displacement disorder 
are present separately and in combination. While oc- 
cupational or displacement disorder are each separately 
handled well, with the RMC simulation reproducing 
the input correlation structure of the models quite ef- 
fectively, more difficulty was encountered when the 
different types of disorder were present in combination. 
In this case, it was necessary to employ a strategy where 
the occupation shifts and displacement shifts were car- 
ried out alternately with no more than 10% of the crystal 
being visited before switching between the two modes. 
It was also found to be advantageous to exclude all high- 
angle diffraction data when assessing occupation shifts. 
Furthermore, a new method of modelling distortions by 
swapping the displacements of two atom sites rather than 
shifting each atom individually was found to produce 
chemically more realistic bond-length distributions. 

1. Introduction 

The analysis of Bragg diffraction data reveals only 
information about the average crystal structure, such as 
atomic positions, temperature factors and site occupan- 
cies. Diffuse scattering contains additional information 
about static or thermal disorder within the crystal. How- 
ever, the interpretation of diffuse scattering is in general 
difficult. An overview of the different methods used to 
analyse diffuse scattering can be found in the review 
papers by Welberry & Butler (1994, 1995). 

One approach that has been used extensively in 
this laboratory employs Monte Carlo (MC) simulation 
(Metropolis, Rosenbluth, Rosenbluth, Teller & Teller, 
1953) to model the disordered structure under investi- 
gation (see Welberry & Butler, 1994). In this method, a 
real-space computer model, based on realistic physical 
and chemical criteria, is set up in terms of parameters 
describing the basic interatomic or intermolecular 
interactions. Realizations of the model are obtained 
via computer simulation. The diffraction pattern of the 

model structure is computed and compared with the 
observed pattern. The model is iteratively adjusted until 
a 'match' is obtained. The method has been used with 
success to obtain a greater understanding of a diverse 
range of materials (Welberry & Butler, 1994, 1995). The 
main advantages of this technique over other treatments 
of diffuse scattering are that, first of all, it allows 
systematic exploration of different possible causes of 
any observed diffuse scattering but, most importantly, 
allows a more physical picture of the disordered structure 
to be obtained. One drawback, however, is that, although 
in principle it should be possible to perform the iterative 
adjustment of the model automatically, this task is still 
beyond the computational resources currently available. 

A quite different approach to the analysis of diffuse 
scattering data has emerged in recent years, the so- 
called reverse Monte Carlo (RMC) method, developed 
by McGreevy & Pusztai (1988). In this method, the dif- 
ference between observed and calculated diffuse scatter- 
ing intensities is minimized as a function of the positions 
and occupancies of the atomic sites in the model crystal, 
rather than the total energy of the crystal as is the case 
in direct MC. The method has been applied to a variety 
of systems but until recently the analysis of diffuse 
scattering using RMC was mainly confined to powder 
diffraction data (Nield, Keen, Hayes & McGreevy, 1992, 
1993; Montfrooij, McGreevy, Hadfield & Anderson, 
1996). The application of RMC to diffuse single-crystal 
scattering data was first reported in a neutron diffraction 
study by Nield, Keen & McGreevy (1995). This study 
shows that RMC is potentially a powerful tool for 
the analysis of diffuse scattering from single crystals. 
It appears that, though requiring substantial computer 
resources, the method is viable using present-day com- 
puters. The present work was therefore undertaken to 
assess the efficacy of the RMC method when applied 
to the sort of systems we are interested in which show 
chemical disorder and subsequent relaxations. 

One of the systems that has figured prominently in 
our research in recent years is that of cubic stabilized 
zirconias (CSZ's), and our initial intention was to ap- 
ply the RMC method to this system. Cubic stabilized 
zirconia (Welberry, Withers, Thompson & Butler, 1992; 
Welberry, Butler, Thompson & Withers, 1993; Welberry, 
Withers & Mayo, 1995; Neder, Frey & Schulz, 1990; 
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Proffen, Neder, Frey & Assmus, 1993; Proffen, Neder & 
Frey, 1996) exhibits complex diffuse scattering patterns 
resulting from oxygen-vacancy ordering followed by 
relaxations of the neighbouring atoms. A program for 
RMC simulations has been developed (Proffen & Neder, 
1997) that allows occupational disorder and positional 
relaxations to be modelled simultaneously for this kind 
of system. Some preliminary RMC simulations of dif- 
fuse neutron scattering of calcium-stabilized zirconia 
(Zr0.ssCa0.15 O l.ss) resulted in a good agreement between 
observed and calculated intensity after refining the oxy- 
gen-vacancy and Zr-Ca ordering and the subsequent 
displacements, but the resulting structure turned out 
to be very unlikely from a chemical point of view. 
Those calculations are far from finished, but at this 
stage it seemed important to undertake a more systematic 
study of the capabilities and/or limitations of the RMC 
technique for different kinds of disorder. It was also 
apparent that for a systematic study the fully three- 
dimensional (3D) CSZ system required more computing 
than could be utilized in a reasonable time frame. 
Consequently, it was decided to carry out tests on some 
model systems that were constructed to contain different 
types and combinations of disorder analogous to, but 
rather simpler than, those in CSZ's. In this paper, we 
present the results of RMC calculations carried out 
on these two-dimensional and three-dimensional 'test' 
structures, and discuss the implications for extending the 
work to real CSZ systems. 

2. Monte Carlo (MC) and reverse 
Monte Carlo (RMC) simulations 

In this section, we give a brief outline of the two simula- 
tion methods. While the paper is mainly concerned with 
RMC, the comparison with direct MC is an important 
aspect of our work, but in addition the 'test' examples 
used were generated via MC. 

2. I. Monte Carlo (MC) 

The total energy of the crystal is expressed as a 
function of random variables such as site occupancies or 
displacements from the average structure. The algorithm 
is based on the original Metropolis Monte Carlo tech- 
nique (Metropolis et al., 1953). A site within the crystal 
is chosen at random and the associated variables are 
altered by some random amount. The energy difference 
AE of the configuration before and after the change 
is computed. The new configuration is accepted if the 
transition probability P given by (1) is greater than a 
random number 7/, chosen uniformly in the range [0, 1]. 

P = e x p ( - A E / k T ) / [ l  + e x p ( - ~ E / k T ) ] .  (1) 

In (l), T is the temperature and k Boltzmann's constant. 
It should be noted that the value of the temperature T 
controls the proportion of accepted modifications that 

lead to a larger total energy. The process is repeated 
until the system reaches its equilibrium. In this paper, we 
refer to a single MC (or RMC) step as 'move' ,  whereas 
the number of moves necessary to visit every crystal site 
once on average will be called one 'cycle' .  

2.2. Reverse Monte Carlo (RMC) 

The scattered intensity is first calculated from the 
chosen crystal st .arting configuration and a goodness-of- 
fit parameter X- is computed: 

N 

X 2 = ~ [le(Qi) - Ic(Qi)]2/cr 2. (2) 
i=1 

The sum is over all measured data points Qi, I, stands 
for the experimental and I. for the calculated inten- 
sity. As for the MC method, the RMC simulation pro- 
ceeds with the selection of a random site within the 
crystal. The system variables associated with this site, 
such as occupancy or displacement, are changed by a 
random amount, and then the scattering intensity and 
the goodness-of-fit parameter X 2 are recalculated. The 
change AX2 of the goodness of fit X 2 before and after the 
generated move is computed. Every move that improves 
the fit (A~ 2 < 0) is accepted. 'Bad' moves worsening the 
agreement between observed and calculated intensities 
are accepted with a probability P = e x p ( - A x 2 / 2 ) .  The 
parameter cr has an effect similar to the temperature T 
in MC simulations and controls the proportion of 'bad' 
moves to be accepted. The RMC process is repeated 
until X2 converges to its minimum. 

2.3. Computational aspects 

The RMC algorithm presented by Nield et al. (1995) 
formed the basis for the development of the RMC 
software used in this paper. In order to achieve the 
maximum degree of flexibility, the RMC routines were 
integrated in the defect structure simulation program 
DISCUS (Proffen & Neder, 1997). For practical use, it is 
necessary to include a scaling fac to r fand  a background 
parameter b in the previous definition of the goodness 
of fit X e [(2)]. If a weighting scheme is also applied, the 
expression for X 2 becomes 

N 

?(2 = ~ w(Q~){I (Q~) - [fl.(Q~) + b]}2/n 2. (3) 
i = l  

The weight w ( Q i )  used in (3) can be taken as the standard 
deviation of the experimental data or set to unity so that 
all points contribute equally to the summation, cr is a 
parameter of the modelling and controls the fraction of 
'bad' moves that will be accepted. The RMC process 
proceeds as described in §2.2. The scaling factor f 
and the background parameter b are computed after 
each RMC move. The program allows three different 
operation modes: 
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(i) the scaling factor and background parameter can 
be set to fixed values; 

(ii) only the scaling factor f is used and b is set to a 
fixed value b 0, f is then calculated according to (4a); 

(iii) both scaling factor f and background parameter 
b are used. Their values are then calculated according 
to (4b). 

f ' - -  i:lfiW(Qi)le(Qi)lc(Qi)/~--~W(Qi)l~(Qi)'i:' b = b 0 

(4a) 

f . _ _ _  

b = 

w(Q;) ~ w(Qi)l , (Qi) l (Qi)  
i : l  i=l 

-- i : l  ~ w(Qi)le(Qi)i~l': w(Qi)lc(Qi) 

x w(Qi) ~ w(Qi)12(Qi) 
i : l  i : l  

~ / - I  

- i~=l w(Qi)l,.(Qi) 

[ ~'N-'~i:I w(Qi)le(Qi) -f~-~i:l w(Qi)lc(Qi) / i : ~  1 w(Qi). 

(4b) 

small) size of the simulated crystal, periodic boundary 
conditions should be applied. This means the size of the 
crystal used for the simulation and the minimal grid size 
A Q  of the experimental data must fulfil the following 
condition: 

A Q =  ( (1 /n , , )a * , (1 /nh )b* , (1 /n , . ) c * )  . (5) 

The values a*, b* and c* are the reciprocal-lattice 
parameters and n,, n h and n. stand for the size of 
the model crystal in unit cells. In this picture, the 
whole crystal can be seen as a 'supercell '  where all 
experimental data points represent Bragg peaks. In those 
points, the distribution due to the finite size of the crystal 
is zero. In practice, this relation requires, for example, 
a crystal size of 20 x 20 x 20 unit cells, given a grid 
size of AQh,k J = 0.05 reciprocal-lattice units. This size 
of crystal was adopted in the present work for the 3D 
simulations as a reasonable compromise between the 
need for as large a sample size as possible and the need 
to obtain results in a reasonable time. 

The concept of the individual MC or RMC 'move'  
was introduced in §2.1. In practice, we use a mode of 
simulation in which occupational disorder is modelled by 
swapping two different randomly selected atoms (Fig. 
l a). This procedure forces the relative abundances of 
the different atoms within the crystal to be constant. 
It should be noted that vacancies are treated as an 
additional atom type within the program DISCUS. The 

In fact, the program computes an individual scaling 
factor and background for each plane of experimental 
data. This allows one to use data sets for the RMC 
simulations from different experiments, e.g. neutron and 
X-ray diffuse scattering data or measurements made with 
different wavelengths. 

The first step to run a RMC simulation is to create a 
starting structure. The program DISCUS allows various 
ways of setting up such a structure. The easiest is to 
build the structure from the contents of an asymmetric 
unit. The latter is expanded to the whole unit cell using 
the space-group symbol. DISCUS also provides various 
tools to modify the structure, e.g. to introduce vacancies 
or to apply random displacements to the atoms with 
mean-square amplitudes corresponding to their observed 
is©tropic temperature factors. For further details of the 
program, see Proffen & Neder (1997). 

The size (in unit cells) of the model crystal used 
is dictated by the following considerations. Firstly, the 
total number of unit cells should be as large as is 
computationally feasible in order to ensure that statistical 
variations within the sample do not unduly affect the 
results. (In previous 3D MC studies, model crystals of 
about 32 x 32 x 32 unit cells have proved satisfactory, 
while crystals significantly smaller than this have been 
rather too noisy.) Secondly, in order to avoid contribu- 
tions to the calculated intensity due to the finite (and 

(a) Swap atoms 
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(c) Swap displacements 
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Fig. I. Illustration of the RMC modes: (a) swap atoms. (b) shift atom 
and (c) swap displacements from average position. 
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introduction of displacement disorder is realized in two 
different ways. In the first method, a randomly selected 
atom is displaced by a random Gaussian distributed 
amount (Fig. lb). Alternatively, the displacement vari- 
ables associated with two different randomly selected 
atoms are interchanged (Fig. l c). The latter method has 
the advantage that the overall mean-square displacement 
averages for each atom site can be introduced into the 
starting model and these will remain constant throughout 
the simulation. A further discussion about the different 
'displacement modes' is given in §4.2. Before a RMC 
move is carried out, the program checks if the particular 
displacement would move atoms closer together than a 
user-defined lower limit. Those limits are set individu- 
ally for all atom-type pairs. Additional information about 
the program DISCUS can be found in Proffen & Neder 
(1997) or on the DISCUS W W W  homepage (Neder & 
Proffen, 1996). 

3. Creation of 2D disordered 'test' structures 

The disordered 2D test structures were created using 
the direct MC method described in §2.1. The starting 
structure was a 2D square-symmetric crystal with a 
size of 50 x 50 unit cells, one atom (Zr) on (0, 0, 0) 
and a lattice constant of a = 5 A. Subsequently, two 
different MC computations were carried out to introduce 
occupational and displacement disorder. Binary random 
variables oi. j are used to represent the atom array with 

• = +1 to represent a Zr atom and cr;.j = - 1  for a (Yi, j 
vacancy. The energy of interaction between sites used in 
the MC vacancy-ordering scheme is of the form 

E ~  -- Z ai.j[ H + J, cr<10> + J2cr<,,>], (6) 
i.j 

where cr<,(>~ is the sum of all four nearest-neighbour 
variables and cr , the sum of all four next-nearest- 
neighbour variables. The sum in (6) is over all crystal 
sites i and j. The interaction parameters H, Jl and J2 are 
initially unknown and a feedback mechanism is used 
to achieve the desired ordering of the vacancies. The 
displacements were modelled in a similar way using 
a Hamiltonian, where the atoms move in harmonic 
potentials (Hooke's law). 

Edi.~ p = .~. k(di. j - Ti.jdl,) 2. (7) 
t,J 

The sum is over all atoms i and all nearest-neighbour 
atoms j. Only nearest-neighbour terms are used in this 
modelling. The atom-atom distance is given by di. j ,  the  

average distance is d o, ti, j is the displacement factor and 
k a force constant. 

Two different disordered structures were created 
showing only occupational disorder and an additional 
two structures using subsequent 'displacement" MC 
simulations. Each simulation was carried out for 100 

Table 1. Correlations and displacements  o f  the two- 
dimensional  test structures 

Structures 1 and 2 show only occupational disorder according to 
the given correlations. Structures 3 and 4 include the same vacancy 
ordering and subsequent displacements as given below. 

Structures I /3 Structures 2/4 

Concentration (9 0.141 0.170 
c lo 0.406 -0.203 
cli -0.143 0.523 
dzr Zr (A) 5.02(I 1t 5.05 (121 
dzr ,ac (A) 4.89 19) 4.90 (12) 

cycles, i.e. every crystal site was visited 100 times on 
average. We will refer to the correlation coefficient 
(Welberry, 1985) to nearest neighbours in the (10) 
direction as el0 and in the (11) direction as ell. The 
achieved vacancy concentration (-9, correlations c~0, c~ 
and the average nearest-neighbour distances Z r - - Z r  
and Zr- -vacancy are listed in Table 1. Structures 1 
and 2 (Figs. 2a, d) show only the given occupational 
disorder, whereas structures 3 and 4 include additionally 
the given displacements. Structure 1 shows vacancy 
pairs preferred in thc (10) direction corresponding to 
the large positive correlation c,0 in that direction. The 
value of ctj is close to its maximum negative value 
of -(-) /(1 - ( - ) )  = -0 .164,  i.e. only very few (11) 
vacancy pairs are present in the structure. Structure 
2 is characterized by a positive correlation c~l and 
a negative value for cl0 [maximum negative value 
-(-)/(1 - ( - ) )  = -0 .205] ,  which results in preferred 
(11) vacancy pairs and avoided (10) pairs. Structures 
3 and 4 show additional size effects like distortions 
(Butler & Welberry, 1993) created by shifting the 
nearest neighbours towards the vacancy. The Zr atoms 
were displaced using the MC simulation technique. 
The values of ~.j in the energy term [(7)1 for the MC 
simulations were set to TZr_Zr = 5.05 A, and TZr_,,~, c = 
4.85 A. to achieve the desired displacements. Finally, all 
atom positions in the resulting structure were displaced 
by an additional random amount corresponding to an 
isotropic temperature factor of B = 0.5/~2 (note B = 
87r2(u2)). The standard deviations of the mean distances 
dzr -zr and dzr_,~c of structure 4 are slightly higher than 
for structure 3 as a result of the MC modelling. 

The diffuse scattering patterns used as input for the 
RMC simulations are the Fourier transforms of the 
disordered structures described above. For all simula- 
tions, the neutron scattering patterns at a wavelength of 
A = 1 ~  were computed (Fig. 2). The calculated area 
extends from h ,k  = 0.0r.l.u. to h,k = 6.0r.l.u. with 
a resolution of Ah, k = 0.02 r.l.u, corresponding to the 
condition given in (5) for a 50 x 50 unit-cell crystal. 
The Bragg peaks were excluded in all data sets. Finally, 
the scattering data were multiplied with a scaling factor 
o f f  = 0.2 and a fiat background of b = 50.0 was 
added. The diffraction pattern (Fig. 2b) corresponding 
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to structure 1 shows diffuse streaks in the [10] direction 
intersecting at the Bragg positions owing to the positive 
cl0 correlation in the disordered structure. The scattering 
of structure 2 (Fig. 2e) shows diffuse streaks parallel 
to [11] and additional peaks at positions (h/2, k/2) 
with h, k integers. These peaks can be explained by 
the negative correlation Cl0, i.e. preferred Zr- -vacancy 
pairs in the direction that leads to a virtual doubling of 
the unit cell. The diffuse scattering patterns (Figs. 2c, 
f )  of the distorted structures show increasing diffuse 
intensities with increasing Q values, characteristic for 
displacement disorder. Additionally, the size-effect type 
of the introduced displacements causes the observed 
'transfer' of diffuse intensity to the lower scattering 
angles across lines parallel to [10]. 

4. 2D simulations 

All simulations were carried out on a HP 9000/735 work- 
station with the program DISCUS (Proffen & Neder, 
1997). Rather than using the final X 2 value [(3)] to com- 
pare the agreement between the observed (i.e. simulated) 
and the calculated diffuse scattering of the different runs, 

a weighted R value was computed. The actual values 
of R for the agreement of complete diffuse diffraction 
patterns are likely to be higher than values familiar from 
conventional crystal structure refinements and are used 
in this paper only as a method of comparing the results 
of different RMC refinements. 

4.1. Occupational disorder 
The first runs were carded out to model pure occu- 

pational disorder with the RMC technique starting from 
the diffuse scattering data (Figs. 2b, e) corresponding to 
structures 1 (run O1) and 2 (run 02).  Scaling factor 
and background parameter were fixed to their initial 
values o f f  = 0.2 and b = 50.0. The weights w(Q) for 
all presented simulations were set to unity for all data 
points. After about 24 h CPU time and a total of 15 RMC 
cycles, the convergence was sufficiently complete that 
only a much longer run time would lead to small further 
changes in the structure. The refinement was stopped at 
that stage. The correlations achieved and the R values of 
runs O1 and 0 2  are listed in Table 2. In order to avoid 
local minima, the parameter o- was adjusted to allow 
a reasonable proportion (,~5-10%) of accepted 'bad' 

l l | | l l | ! | | |  | l ! | | !  : : :::::::::  l | l | | | l l | l l l  
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Fig. 2. Simulated disordered structures and diffuse scattering intensities. (a) Structure 1 showing preferred (10) vacancy pairs, correlations 
cl0 -- 0.506, cll -- -0.143. (b) Calculated diffraction pattern for structure 1. (c) Calculated diffraction pattern for structure 3. (d) Structure 
2 showing preferred (11) vacancy pairs, correlations cl0= --0.203, cll -- 0.523. Calculated diffraction pattern for (e) structure 2 and (f)  
structure 4. The intensity scale for images (b) and (e) is enlarged by a factor of 2 compared with (c) and (f). 
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Table 2. Results of  RMC occupational refinement runs 
O1 and 02 (see text) 

Structures 1/3 Structures 2 / 4  

ci0 0.270 - 0 . 1 7 4  
cii - 0 . 1 0 9  0.455 
R (%) 18.6 16.1 

Table 3. Results of RMC displacement refinement runs 
D1 to D3 (see text) 

Run D I Run D2 Run D3 

dzr-Zr (J0 5.02 (9) 5.02 (14) 5.02 (15) 
dz . . . . .  (/~) 4.96 (9) 4.97 (15) 4.97 (14) 
R (%) 35.2 28.4 37.4 

moves. The resulting structures and diffraction patterns 
of refinements O1 and 02  are shown in Fig. 3. The 
calculated diffuse intensities (Figs. 3a, b) show good 
agreement with the observed data. The defect structures 
obtained (Figs. 3c, d) contain the correct type of occu- 
pational disorder, i.e. (10) vacancy pairs for run O1 and 
(11) pairs for run 02. The correlation values achieved, 
however, show residual differences from the correlations 
of the corresponding input structures, mainly reflecting 
the small number of remaining single vacancies (Figs. 
3c, d). Further RMC cycles might sightly improve the 
agreement between those values. 

4.2. Displacements 

In this second series of simulations, the size-effect- 
like distortions were modelled. As the input data (Figs. 
2c and f )  corresponding to structures 3 and 4 show 
occupational and displacement disorder, the appropriate 
vacancy ordering was included in the starting structure 
for the RMC calculations and only the distortions were 

refined. The atoms in the starting structures were given 
displacements corresponding to an isotropic temperature 
factor of Bz, = 0.5/~e. Run D1 was carded out us- 
ing the 'swap-displacements' mode (Fig. lc) whereas 
run D2 represents a similar simulation using the plain 
'shift' mode (Fig. lb). The introduced shifts followed a 
Gaussian distribution with a half-width of 0.05/~. The 
minimum allowed distance between Zr atoms was set to 
4.7 J,. Scaling factor and background were again fixed 
to their theoretical values. As for the previous runs, the 
RMC simulations were stopped after 15 RMC cycles, 
when the refinement showed only very slow further 
progress. The displacements achieved and resulting R 
values are summarized in Table 3. Run D2 using the 
'shift' mode shows a better R value compared with 
run D1. Inspection of the calculated diffraction patterns 
(Figs. 4a, b) reveals that the total diffuse scattering at 
high Q vectors shows a better agreement for the 'shift' 
mode run D2 (Fig. 4b). The resulting nearest-neighbour 
distances Zr--Zr  and Zr--vacancy, however, are sim- 
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ilar for both runs, whereas their standard deviation 
is larger for the 'shift '  mode simulation. The mean- 
square displacements produced by simulation D1 show 
good agreement with the expected value according to 
the temperature factor. The corresponding bond-length 
distributions (Fig. 5) reveal that run D2 ('shift '  mode) 
resulted in a set of displacements not consistent with 
the model structure. The distribution for run D2 is too 
broad and especially the additional peak near the cutoff 
at a bond length of 4.7/~, marked by an arrow in Fig. 
5(b), is not present in the bond-length distribution of the 
input structure (Fig. 5c). The results of these simulations 
favour the 'swap-displacements' mode, which allows 
the initial mean-square displacements present in the 
starting structure to be maintained and leads to plau- 

sible bond-length distributions. As for the occupational 
disorder results, the main disorder element (atoms move 
toward the vacancies) is produced correctly by the RMC 
refinements. However, in all RMC runs the resulting 
displacements are smaller than the expected values from 
the input structures (Table 1). 

The diffraction patterns used for these simulations 
(Figs. 2c and f )  are dominated by displacement dif- 
fuse scattering contributions. An additional simulation 
(D3) was carried out starting from a random vacancy 
distribution, i.e. the diffuse scattering data including oc- 
cupational disorder as well as distortions were modelled 
only by displacements. 15 RMC cycles were computed 
using identical settings to run D2. The resulting dis- 
placements and R values are included in Table 3. The 
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Fig. 4. Calculated diffuse scattering patterns for: (a) RMC run D1 using the swap-displacements mode; (b) run D2 using the shift mode; and 
(c) run D3 (for details see text). 
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input data (for details see text). 
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final R value of this run is higher compared with 
the value reached in run D2. The mean distances for 
Zr - -Zr  and Zr--vacancy are consistent with the size- 
effect-like distortions of the input structure. Inspection 
of the resulting diffraction pattern (Fig. 4c) reveals 
that significant diffuse features due to the occupational 
disorder at low Q values are absent from the calculated 
pattern. The agreement at higher Q values, however, is 
of comparable quality to the results of run D2, which 
included the occupational disorder. This result points out 
the importance of sufficient experimental data covering 
a large range of Q space. 

4.3. Combination of occupational and displacement 
disorder 

The previous simulations show that occupational as 
well as displacement disorder can be individually well 
modelled using the RMC simulation technique. How- 
ever, the crucial question remains as to whether it is 
possible to get information about the chemical order- 
ing from a system showing occupational disorder and 
displacements. To answer this question, a series of 
RMC simulations based on the diffuse scattering data 
from structures 3 and 4 (Figs. 2c, f )  was carried out. 
All runs started from a structure showing a random 
vacancy distribution and displacements corresponding to 

an isotropic temperature factor of B = 0.5/~2. Scaling 
factor and background were fixed at f = 0.2 and b -- 
50.0 as in the previous simulations. Simulations C1 
and C1 ~ were carried out by alternately executing one 
cycle in 'swap-atoms' mode followed by one cycle 
in 'swap-displacements' mode. In the first cycle, the 
parameter ~r was set to a value to allow a relative 
abundance of about 6% 'bad' moves of all accepted 
moves. The value of o- was linearly decreased in each 
successive cycle so that in the last cycle only moves 
that improved the refinement were accepted. 15 cycles of 
each RMC mode were computed consuming about 60 h 
CPU time. The resulting correlations, displacements and 
R values are listed in Table 4. Comparing the results 
for the displacements of run CI '  and run D1 shows 
that the final distortions are of the same size as for 
the previous runs where the occupational disorder was 
given in the starting structure. In simulation C1, the 
direction of the displacements is parallel to the direction 
of the positive correlation, whereas the direction of 
the displacements in run CI '  coincides with direction 
of the negative correlations. Refinement C1 (Table 4) 
shows the expected positive correlation in the (10) 
direction as well as a positive correlation in the (11) 
direction where a negative value was expected. The 
resulting structure (Fig. 6d) shows that the vacancies 
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Table 4. Results of the RMC refinement runs 

(a) C1 to C4 
Run C1 

clo 0.311 
e l l  0.164 
dzr Zr (/~) 5.01 (9) 
dz . . . .  ( /~)  4.96 (12) 
R (%) 26.5 

(b) CI '  to C4 ~ 

Run C2 Run C3 Run C4 

0.279 0.215 0.287 
0.011 --0.015 -0 .052  
5.01 (8) 5.01 (9) 5.01 (9) 
4.95 (10) 4.97 (11) 4.95 (10) 

21.5 23.8 22.3 

Run C1 ~ Run C2' Run C3 ~ Run C4' 

clo O. 188 0.044 0.002 --0.076 
ci I 0.290 0.278 0.270 0.412 
dzr Zr (/~) 5.02 (9) 5.02 (9) 5.02 (8) 5.02 (8) 
dz . . . . .  (/~) 4.95 (11) 4.96 (10) 4.97 (10) 4.97 (10) 
R (%) 39.3 36.4 38.7 39.2 

are clustered together rather than forming long separate 
chains along (10) as in the corresponding input structure 
(Fig. 2a). The calculated diffraction pattern (Fig. 6a) 
shows a good agreement except for a high level of 
broad diffuse scattering at low Q values not present 
in the experimental data. The poor agreement between 
observed and calculated diffuse scattering at low Q 
values is even more pronounced in the result of run C1 ~ 
(Fig. 7a). The diffuse intensity at positions (h/2, k/2), 
with h and k integers, are mainly caused by the vacancy 

ordering. In the resulting diffraction pattern of run D3 
(Fig. 4c) showing no vacancy ordering, those features 
are completely absent. The final structure of run C1 ~ 
(Fig. 7d) shows positive correlations in the (10) and 
(11) directions (Table 4) and subsequently the calculated 
diffuse scattering at low Q values shows poor agreement 
with the input data. It appears that the dominant part 
of the diffuse scattering caused by the displacements 
has too strong an influence on the correlations that are 
achieved. 

p 

~+ " :~:!: ; :iiii+ iii!iii:7:: : ~  !7!:7; ;~  ̀ ,!~:-{i:.];; 

[h O] 
(a) 

[h O] 
(b) 

, ::¢s 
[h O] 
(c) 

!i!!!ii!]ilLi!!iiiii!iii!!ilil][!iiiiii!ii!iEiLii 
 ,iiiii!iiiiiii!iiiii!!iiiiili 

(a9 

nmwwlw = = w = = = = = = =  1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 = 1 1  =w= 

: : : | | i ! iF | : i i i i i | i i i : : iF i i i | i i i i i i i : i | | iF ! : : | : :  

iili!!iiii!i!!; liliiii;:!!'i;iiiiii i&iii,i! 
: : : : : : : : : : : : : : : : : : : : : : : : : :  ======================= 
nwm= i l l  = m i n i =  =w • • • • • • I l l  11  1 1 1 = 1 1 1 1 1  

1|: : : : | : | : | : :~ ' : | | : : : ' ! : | : : : : | : | : | | | |?| : : | | | | | | | i  
o l i l . l l l = l i i l =  = ° = l l l o = l = l l . l l i l i i l i i l l l l = . l l i i l l  
= l l i l l l l l l l l l l l l l  = m l l l l l l =  m i m m i m m m m m m m m m m l i l l = l  

: I : . : i l I I I ! I I ! I I I I : ! I ! ! ! ! I I | : . -F| ' I I I I I I I I I I I | I i  
!iil;!iiii!iiiii ii!iiiiiiii!ii !=!;! idiiii!ii 
: i i i i l | : : i : ' : i l : : : | : i : i i i := | | | , i : i : : , : : i i i= i i i=: :  
• . ' i ' r i i ' . : : : i  " : i l i l l i l l i i l i l , . ' i l l l i ' . i l i l l i '  

h i l i i : . : i F | i hF31 ih : i l i i i i i i : i F .  7|111111! 

,ii!;iii!!iiiii;;i;i ;:iiiiidi!iii!'i;;!ii£;i 
m ! ! ! !  ! !  ! ! ! ! ! ! ! ! !  ! ! ! ! ! ! ! ! !  !!!!!w!!! ! ! ! ! ! ~ ! !  I 

. . . . . . . . . . . . . . . . . . . . . . . .  

(e) 

l.iollo-,-iliigllli.o-ogioo%ooiliolllillilliigi , 

ii E iiHiHi!!iH[H[:!Hi;i.; !iiii! idji i 
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :  "==|=:=-=',=== 
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :  =. | ,=|=| , ' . ' , '== 

i : | i ! | | | : | | : : | : | | | | : : : | : : | | | | | | : | | | | | | | | | | | : : | | : |  : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :  . . . . , . . . : :  

: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :  
' : | | : : : | | | | | |~: : ! : . : . : . : . : . | | | : : . . : : | : | : : . : : : : | | !  
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : :  .= i l ig i=====i l l l i °  

!!!iiiiii! ;iii ii!Wi i iiil;ii!i;i' 
0 ~) 
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(d) CI ' ,  (e) C2 r and ( f )  C4'. 
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In order to model both parts of the defect structure 
more simultaneously, during refinements C2 and C2' 
the 'swap-atoms' and 'swap-displacements' modes were 
alternated every 0.1 cycles, i.e. the number of moves 
necessary to visit 10% of all atom sites on average. 
This procedure was an attempt to avoid the possibility 
that a particular vacancy ordering, unduly influenced 
by displacement diffuse scattering contributions, 'freezes 
in' during the first cycle. All other settings were identical 
to those of refinements C1 and C I'. The results listed 
in Table 4 show a significant improvement of the R 
values compared with the previous runs. The resulting 
displacements are similar to the values of the previous 
refinements and seem to be relatively insensitive to 
the way both RMC modes are alternated during the 
refinement. In contrast, the correlation values achieved 
show a significant change. In the directions of the 
expected negative correlations, the values achieved are 
close to zero. The positive correlations are smaller 
than in the previous run. However, the observed and 
calculated diffuse scattering at low Q vectors (Figs. 6b 
and 7b) are in better agreement. The final structures 
(Figs. 6e and 7e) show less 'clustering' of the vacancies 
than in the previous runs. Additional test refinements 
where the two RMC modes were alternated after each 
single move brought no further improvement. 

The main problem in achieving a better modelling 
of the occupational disorder is the fact that the va- 
cancy ordering reaches its final configuration after about 
4 cycles. At this stage, the diffuse scattering distribution 
due to displacements is still not large enough to avoid 
a strong influence on the 'swap-atoms' part of the 
refinement. A solution might be to allow initially a 
large amount of 'bad' moves during the 'swap-atoms' 
cycles to allow later changes of the vacancy ordering. On 
the other hand, one has to make sure that occupational 
changes and displacements are able to reach a final 
minimum. Refinements C3 and C3' were done allowing 
a relative abundance of 50% 'bad' moves in the first 
cycle down to 1% in the final cycle. All other settings 
are identical to those of the previous refinements C2 
and C2'. The calculated diffraction patterns and the 
resulting structures (not displayed here) are similar to 
the results of the previous runs C2/C2' .  The final R 
values (Table 4) are slightly higher than in the previous 
refinement, but it is likely that this is caused by the large 
number of 'bad' moves accepted during the refinement. 
Refinement C3 even achieved a small negative value 
for c~ (Table 4). It should be noted that the expected 
positive correlations are also smaller compared with the 
previously achieved values. So far, the improvements of 
the expected negative correlations lead to a worsening 
of the positive correlations. The resulting displacements 
have similar values compared with the results of the 
other runs. 

As an alternative approach to model the vacancy 
ordering, the data set used for the 'swap-atoms' moves 

was limited to a range of IQI < 4.0 r.l.u., i.e. only the 
low-angle part, less affected by diffuse scattering due to 
distortions, was used to refine the vacancy ordering. The 
part of the refinement modelling the displacements used 
the complete data sets. The parameter a was returned to 
the old value, allowing initially 6% 'bad' moves. Optical 
inspection of the calculated diffraction patterns (Figs. 6c 
and 7c) shows the best agreement with the input data 
set, especially the diffuse scattering at low Q values 
is much better modelled than in the other refinements, 
although the R values (Table 4) are worse compared 
with the previous runs. However, the resulting structures 
(Figs. 6f  and 7f) and correlation values achieved (Table 
4) give the best description of the simulated disordered 
structures. 

4.4. Experimental factors 

So far, the diffuse scattering used for the RMC 
refinements was calculated from the Fourier transform of 
simulated structures and the known values for the scaling 
factor f and (flat) background b were kept fixed in the 
refinements. In this section, the influence of factors like 
scaling factor, a noisy background or rebinning of the 
input data will be studied. All refinements were carried 
out the same way as in run C4, i.e. using only low-Q 
data for the occupational moves and alternating 'swap 
atoms' and 'swap displacements' every 0.1 cycles. 

The first refinement (El)  uses (4b) to calculated scal- 
ing fac tor fand background parameter b after each RMC 
move. The correlations achieved, displacements and the 
final values of the scaling fac to r fand  background b are 
listed in Table 5. Compared with refinement C4 with f 
and b fixed to their expected values, the final correlation 
cl0 is smaller in run El,  whereas the value for cl~ 
is slightly more negative. Inspection of the calculated 
diffraction pattern and the resulting structure (Figs. 8a 
and d) reveals a comparable result for both refinements. 
Although one could expect a correlation between the 
scaling factor and the size of the achieved distortions, 
the final displacements are of the same size as in the 
corresponding run using a fixed scaling factor. Howevcr, 
the size of the resulting distortions is still smaller than 
the shifts in the input structure. The better R value for the 
refinement E1 is most likely caused by the slightly larger 
scaling factor of f =  0.28 compared with the expected 
value off~ = 0.20. The resulting background parameter 
b -- 47.8 is very close to the theoretical background of 
b 0 = 50.0. 

As additional experimental influence, the flat back- 
ground, b = 50.0, of the input data was replaced by a 
noisy background. The new background was generated 
by b = b 0 + G, where b o -- 100.0 is a constant offset 
and G is a Gaussian distributed random number. The 
half-width of the distribution was FW = 45.0. A cross 
section of the experimental data along h at k = 0.74 r.l.u. 
with the flat as well as the noisy background can be seen 
in Fig. 9. Starting from this new data set, a refinement 
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(E2) similar to the previous one was carried out. The 
results are listed in Table 5; Fig. 8 contains the calculated 
diffuse scattering distribution (b) and the final structure 
(e). The higher and noisy background, clearly visible in 
Fig. 8(b), had no significant influence on the resulting 
defect structure. The value of c~0 is slightly smaller 
than the value of run E1 (flat background) and the 
correlation c~] is a little larger than the previous value. 
The resulting displacements are similar to the values 
reached in the other RMC refinements. The calculated 
background parameter of b - 93.8 is close to the 
constant part b 0 - 100.0 of the simulated background. 
Although the signal-to-noise ratio at low Q (IQI < 
4.0 r.l.u.) was about 4:1, the RMC simulations were able 
to produce a structure containing the correct vacancy 
ordering and distortions. The R value for this refinement 
is comparable with the previous run where the data were 
only affected by a fiat constant background. 

The minimal required size of a model crystal given 
by the resolution of the measured diffuse scattering data 
is often too large even for modern computers. Thus, the 
experimental data have to be rebinned to a coarser grid 
size. The rebinning was done by averaging all pixels 
falling in one element of the coarser grid. The influence 
of the crystal size and data rebinning is studied in the 
next refinement run (E3). The experimental input data 
with the flat background b = 50.0, showing a resolution 

of Aq = 0.02, were transformed to a grid with a 
size of Aq = 0.05. Subsequently, the minimal crystal 
size changes to 20 x 20 unit cells [(5)]. The coarser 
grid size can be clearly seen in the resulting diffuse 
scattering pattern (Fig. 8c). The achieved correlations 
and displacements (Table 5), however, are in good 
agreement with the results of the refinements using the 
larger crystal size. The rebinning of the data results in a 
change of the scaling factorf. In contrast to the previous 
runs, the final background parameter b = 62.9 is higher 
than the expected value of b -- 50.0. The rebinning of 
the experimental data had no significant influence on the 
results achieved by the RMC modelling for this system. 
However, it is important to make sure that the measured 
diffuse scattering distribution is broad enough for the 
particular grid size to be used in the modelling. 

5. 3D simulations 

The two-dimensional refinements described in the last 
section used a 'complete' diffuse scattering data set up 
to a maximum Q as input. In three dimensions, it is 
often impossible to use a 'complete' 3D data set owing 
to time-consuming diffuse scattering data collections 
and limited computer resources. For the 3D refinements 
presented in this chapter, a disordered model crystal was 
created using MC simulations similar to the 2D case 
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Fig. 8. Results of RMC refinements. Calculated diffraction patterns: (a) run El, (b) run E2 and (c) run E3; and resulting structures for runs 
(d) El, (e) E2 and (f) E3. 
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Fig. 9. Cross section parallel to h at k = 0.74 r.l.u, of diffuse scattering 

input data: (a) with a flat background at b -- 50.0 and (b) with a 
noisy background used for run E2. 

Table  5. Results of  the RMC refinement runs E1 to E3 

Run E1 Run E2 Run E3 

cm0 0.208 0.190 0.223 
c~ -0.067 -0.042 -0.050 
dzr--Zr (/~) 5.01 (9) 5.01 (9) 5.01 (8) 
dz . . . . .  (ilk) 4.96 (10) 4.97 (11) 4.96 (10) 
f 0.28 0.28 1.43 
b 47.8 93.8 62.9 
R (%) 21.4 24.6 23.5 

(see §3). The  size of  the cubic crystal  is 20 x 20 x 20 
unit  cells with  a lattice cons tant  o f  a = 5 /~  conta in ing  
Zr on (0, 0 ,0) .  The  crystal  contains  15.7% vacancies  
on  the Zr sites showing  a pos i t ive  correla t ion in (100) 
di rect ions  and nega t ive  correlat ions in (110) and (111) 
direct ions.  The  correla t ion values and d i sp lacements  are 
l is ted in Table 6. As for the 2D structures, the a toms are 
re laxed  towards  the vacancies  (size effect).  The  resul t ing 
d i sordered  structure was finally d isp laced  according  to 
the isotropic tempera ture  factor B -- 0.5/~2. As input  for 
the R M C  simulat ions,  exper imenta l  data planes wi th  nc* 
(n = 0.0, 0.5, 1.0 . . . . .  4.0, 5.0, 6.0) f rom h, k = 0.0 r.l.u. 
to h, k -- 6.0 r.l.u, con ta in ing  121 x 121 data points  were  
ca lcula ted  using neut ron  scat ter ing at a wave l eng th  of  
A - 1/~. Bragg peaks  were  exc luded  f rom the R M C  
input  data. The  cor respond ing  grid size of  A q  = 0.05 
fulfils (5) for the g iven  crystal  size. The  data were  scaled 
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by a factor f = 0.2 and a flat background b = 50.0 was 
added. The diffraction pattern for the layer 0c* and the 
xy0 layer of the structure are displayed in Figs. 10(a) 
and (d), respectively. 

The first refinement (V1) was carried out using the 
diffraction data of the Bragg layers 0c*, lc* up to 6c*. 
The weights w(Q) [(3)] were set to unity for all data 
points. Similar to run C4, the 'swap-atoms' and 'swap- 
displacements' moves were alternated every 0.1 RMC 
cycles. The range of data used to refine the occupational 
disorder was limited to IQI < 4.0 r.l.u.. The parameter cr 
was adjusted during the refinement in a way that about 
6% 'bad' moves were allowed in the first cycle down to 
accepting no 'bad' moves in the last cycle. Scaling factor 
and background parameter were kept fixed at f = 0.2 
and b = 50.0. Ten RMC cycles were computed lasting 
about 90 h CPU. Additional RMC cycles would have 
achieved only very small improvements of the goodness 
of fit without significantly changing the correlations or 
distortions achieved. Table 6 contains the final results 
after ten cycles. The calculated diffuse scattering patterns 
of layer 0c* (Fig. 10b) as well as the scattering of all 
other layers not displayed here show a similar good 
agreement with the experimental data. The value listed 
in Table 6 is the total R factor for all used data sets. The 
individual R values for each single data plane range from 
4.2 up to 7.7%. The xy0 layer of the resulting structure is 

Table 6. 3D RMC simulations: input structure and 
results o f  runs V1 and V2 

Input structure Run V1 Run V2 

c~00 0.236 0.044 0.086 
Cl l0  - - 0 . 1 3 4  - - 0 . 0 3 2  - - 0 . 0 8 9  

clt~ --0.185 --0.045 --0.117 
dzr--Zr CA) 5.03 (11) 5.01 (10) 5.01 (10) 
dz . . . . .  (/~) 4.92 (9) 4.98 (10) 4.98 (10) 
R (%) - 6.8 36.2 

displayed in Fig. 10(e) and shows the expected vacancy 
chains along (100}. As the representation in Fig. 10(e) 
is only a 2D cross section of the structure, vacancy 
chains along (001} appear as single vacancies where 
the chains intersect the displayed plane of the structure. 
The correlations achieved (Table 6) also reflect the 
expected occupational disorder, i.e. positive correlation 
along (100} and negative correlations along (110} and 
(111}. The absolute correlations, however, show signifi- 
cant differences from the expected values. The resulting 
shifts are consistent with the displacement disorder in 
the model crystal, the nearest-neighbour distance dzr_va c 
is shorter than the average distance of 5/~, whereas 
the distance dzr__Z r is slightly longer. But, as for the 
correlation values, the size of the shift reached is smaller 
compared with the input defect structure. 
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Fig. 11. 3D RMC refinements. Diffraction pattern of  
layer 2.5c* of (a) starting structure and (b) result of 
run V2 showing the best individual R factor, and 
layer 4.0c* of  (c) starting structure and (d) result of  
run V2 showing the worst individual R factor. The 
image scale of  images (a) and (c) are enlarged by a 
factor of  2 compared with (b) and (d). 
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Further improvement of the 3D RMC simulation 
results is expected using a larger set of input scattering 
data. For the second RMC refinement (V2), nine diffuse 
scattering data planes were used, corresponding to the 
layers 0.0c*, 0.5c*, . . . .  4.0c*. Additionally, the cubic 
symmetry of the crystal was taken into account using all 
three symmetrically equivalent [100] planes, i.e. [100], 
[010] and [001], of each layer as input. This results 
in an effective number of 27 data sets used for this 
refinement. The RMC calculations showed a satisfactory 
convergence after six cycles and the simulation was 
stopped at that stage requiring over 200 h CPU time. 
The correlations and displacements achieved after run 
V2 are listed in Table 6. All calculated diffuse scattering 
planes show a similar agreement with the experimental 
data resulting in individual R values ranging from 31.1% 
for layer 2.5c* up to 45.3% for layer 4.0c*. The ob- 
served and calculated diffraction patterns for both layers 
showing the smallest and largest individual R factor are 
displayed in Fig. 11. The high R value for layer 4.0c* 
is mainly caused by differences of diffuse scattering 
intensities at high Q values. This indicates difficulties 
for the RMC refinement to achieve large enough dis- 
placements compared with the input structure (Table 
6). Compared with the previous run, this refinement 
resulted in a slightly worse agreement between observed 
and calculated diffuse scattering intensities, e.g. see Fig. 
10(c) for layer 0.0c* of the input structure and the resuits 
of runs V1 and V2. This is reflected by the much larger 
R value for this refinement compared with run V1 (Table 
6). However, the correlations achieved show a significant 
improvement (Table 6) towards the correlations of the 
input structure. The final distortions are similar to the 
results of the previous run V I. Refinement V1 was able 
to produce a better 'fit' based on a smaller data set. 
But it is important to point out that the limited range of 
experimental data resulted in a worse modelling of the 
input structure. The xyO layer of the final structure of 
simulation V2 is shown in Fig. 10(e). 

The 3D simulations presented here point out the 
importance of a sufficiently large diffuse scattering data 
set as input for RMC refinements. A further improve- 
ment of the presented 3D RMC simulations could be 
expected using even larger data sets up to complete 
3D data (spacing of the data planes equal to the grid 
size within the planes of Ah,k,l  -- 0.05 r.l.u.) requiring 
more computer resources than feasible for these 'test' 
simulations. 

6. Discussion 

The simulation results presented in this paper indicate 
that the RMC simulation technique is a powerful tool 
to analyse diffuse scattering and to obtain information 
about the defect structure even of quite complex systems 
showing both occupational and displacement disorder. 
However, it is important to keep in mind that the 

RMC method produces one possible configuration that 
is consistent with the experimental data. The reported 
test simulations show that the resulting defect structure 
frequently depends on details of the refinement config- 
uration and even more importantly on the size of the 
experimental data set used. It must be the aim of every 
RMC refinement to produce structures that are plausible 
from a chemical point of view. One basic requirement 
is to avoid configurations containing too short bond 
lengths. This is achieved by introducing a shortest al- 
lowed bond length for every pair of atom types present 
in the crystal. Every RMC move that leads to a config- 
uration with a shorter atom-atom distance is rejected. 
Including a minimal distance in the RMC calculations 
prevents atoms from getting too close, but refinement 
D2 shows that simply shifting the atoms can result in 
unlikely bond-length distributions. An alternative ap- 
proach to model displacement disorder was presented i'n 
the 'swap-displacements' mode. The starting structure 
for the RMC calculations is displaced according to the 
temperature factors of the atoms. Subsequent swapping 
of the displacements of two crystal sites will introduce 
distortions, but the mean-square displacements over the 
complete crystal remain constant (run D1). The problem 
of mean-square displacements not consistent with results 
of other experiments was also reported by Nield et 
al. (1995), who suggest a simultaneous refinement of 
diffuse and Bragg scattering to solve this problem. Our 
approach allows the use of known thermal parameters 
to create initial mean-square displacements in the model 
structure that will be unaffected by the RMC process. 
The modelling of pure occupational or displacement 
disorder worked straight forwardly whereas systems 
showing chemical disorder and distortions need more at- 
tention. All simulations of such systems (§4.3) revealed 
consistent displacements with the given input structure. 
The dominant diffuse scattering contribution due to the 
displacement disorder has a strong influence on the 
modelling of the occupational disorder. The presented 
simulations indicate that the alternating interval between 
occupational RMC moves and displacement moves is 
an important modelling parameter. Refinements where 
occupational shifts and displacements shifts are carried 
out alternately with no more than 10% of the crystal 
being visited before switching between the two modes 
produced the best results. Additionally, the restriction 
of the experimental data set to low Q values for the 
occupational RMC refinements gave a further improve- 
ment of the resulting correlations. Another important 
conclusion from the presented simulation results is the 
necessity of sufficient diffuse scattering data for the 
RMC modelling. The 3D RMC refinements showed a 
significant improvement after more diffuse scattering 
data were used as input. It might even be necessary 
to include data sets showing no diffuse scattering to 
improve a refinement. Having the results of this work in 
mind, future successful RMC refinements of the diffuse 
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scattering of CSZ's  will mainly depend on two factors: 
good-quality diffuse scattering data covering large areas 
of reciprocal space and sufficient computer resources. 

The main advantages of the direct MC method com- 
pared with other treatments of diffuse scattering includ- 
ing the RMC modelling technique are that it allows 
one to obtain a more physical picture of the disordered 
structure and additionally a systematic exploration of 
different possible causes of the observed diffuse scat- 
tering. However, in practice, it can be rather difficult to 
modify the real-space model crystal in a way that the 
'match' with the measured diffuse scattering improves. 
The RMC method, on the other hand, proved to be able 
to reveal the defect structure from the diffuse scattering 
data; absolute values for correlations and displacements, 
however, showed remaining differences from the ex- 
pected values in the 'test' structures used. The authors 
believe that the RMC technique is a viable method of 
obtaining information about the defect structure even 
of more complex systems showing both chemical and 
displacement disorder. Especially in cases where not all 
the observed diffuse scattering features can be described 
by the real-space computer model using the MC method 
and a further improvement of the model turns out to be 
difficult, the combination of MC and RMC techniques 
can give a further insight into the particular problem. 

The authors thank D. A. Keen for many useful dis- 
cussions about the RMC modelling technique. This work 
was supported in part by funds of the DFG (grant no. 
Pr 527/1-1). 
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